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Brief Papers
Scanning Laser Lithography With Constrained Quadratic Exposure Optimization

Andrew J. Fleming , Member, IEEE, Omid T. Ghalehbeygi, Ben S. Routley, and Adrian G. Wills, Member, IEEE

Abstract— Scanning laser lithography is a maskless lithog-
raphy method for selectively exposing features on a film of
photoresist. A set of exposure positions and beam energies are
required to optimally reproduce the desired feature pattern.
The task of determining the exposure energies is inherently
nonlinear due to the photoresist model and the requirement
for only positive energy. In this brief, a nonlinear programming
approach is employed to find an optimal exposure profile that
minimizes the feature error and total exposure energy. This
method is demonstrated experimentally to create a feature with
subwavelength geometry.

Index Terms— Gradient methods, integrated circuit manufac-
ture, nanolithography, quadratic programming.

I. INTRODUCTION

L ITHOGRAPHY is the process of selectively exposing
optically sensitive materials during semiconductor fab-

rication [1]–[3]. One issue with standard processes is the
high cost of infrastructure and mask sets. In order to bypass
the cost of mask production, a number of maskless litho-
graphy processes have been developed [4]. Machines for
scanning electron-beam lithography (EBL) are commercially
available [5].

In addition to electron-beam [5] and ion-beam lithogra-
phy [6], maskless optical lithography is also developing. In its
simplest form, a laser beam is focused to a spot size of approx-
imately 500 nm and scanned over the surface [7]. To improve
the throughput, zone-plate arrays create a large array of
focused spots [8], [9]. Photon sieve lithography [10], [11] is
a similar method for achieving the same result.

Rather than focusing light with diffractive or refractive
optics, it can also be directed through a sharpened optical
fiber or probe [12]–[14]. Below one wavelength from the tip,
the emitted light forms an evanescent field with highly local-
ized intensity. Enhanced apertures have achieved a resolution
of 22 nm [15], [16]. By employing an array of such probes,
the throughput can be significantly increased [17]–[19].
Maskless thermal probe [20] and mechanical probe lithogra-
phy [21] have also been demonstrated [22].
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A number of challenges exist with probe-based and
maskless optical lithography. First, the throughput is
extremely low compared to mask-based methods. However,
advances in nanopositioning systems have allowed scan rates
to exceed 1000 Hz, which may allow thousands or millions
of features to be written per second [23]–[25]. Another
difficulty is the problem of finding an exposure pattern that
optimizes the fidelity of developed features. In scanning laser
lithography, this equates to finding a set of exposure locations
and laser pulse energies [26]. The exposure optimization
problem is associated with many scanning and probe-based
lithography systems despite the differences in physical
processes. For example, in EBL, the exposure variable
is electron dosage rather than optical energy [27]–[29].
Other examples where a 2-D exposure profile is required
include near-field lithography [13], [14], zone-plate array
lithography [8], [9], and photon sieve lithography [10], [11].
Methods that do not require exposure optimization include
thermal probe- [20] and mechanical probe- [21] based
methods.

In EBL and scanning laser lithography, the dosage energy
can be precisely controlled for each location, which is a
property unique to scanning beam methods. The resolution
is determined by the point spread function (spatial distrib-
ution) of the beam, which can be measured and used for
compensation [30]. The first compensation methods were rule-
based methods [31], [32] that were similar to proximity correc-
tion methods used in mask-based lithography. Later methods
employed linear programming to determine optimal exposure
patterns [29]. This approach resulted in the release of commer-
cially available software for proximity correction [33]–[35];
however, the details are proprietary.

The problem of exposure optimization also exists
in mask-based lithography [36], [37]. However, in this
case, the optimization variables are the mask and source
pattern [38], [39]. Before the year 2000, resolution
enhancement methods were predominantly rule-based
methods; however, these were later replaced by model-based
or hybrid methods [38], [39]. Between 2000 and 2010,
the primary advance was the simultaneous optimization of the
source pattern, or pupil, and the exposure mask [40], [41].
Pixelated source patterns provide the greatest flexibility and
have received the most attention [42]–[45].

Since 2013, source and mask optimization methods have
also been applied to immersion lithography [45], [46] and
extreme ultraviolet systems [47]. Due to the increasing
density of integrated circuits, the numerical efficiency has
become a major issue. Computational improvements have been
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Fig. 1. Optical exposure system that focuses light from the fiber onto the
scanning platform.

achieved with basis functions [48] and augmented Lagrangian
methods [49].

In regards to the optimization method used for mask-based
resolution enhancement, early work included simulated
annealing [50], mixed integer programming [51], random
pixel flipping [52], and genetic algorithms [53]. However,
from 2000, the majority of methods aimed to solve the
inverse lithography problem, for example, by solving a non-
linear program [54] or by a level set method [55]. Since
2007, gradient-based methods have been preferred due to
their favorable convergence properties and computational
cost [42], [56]–[61].

A. Contributions

This brief describes a new method for optimizing the
exposure profile in maskless scanning laser lithography. This
method is also directly applicable to EBL. Unlike mask-based
optimization methods, the energy at each exposure point is
a free variable which improves the flexibility but may also
increase complexity.

The majority of optimization methods for scanning beam
lithography are aimed at achieving a target dosage. However,
in this brief, the target is the developed feature. This approach
requires the inclusion of the photoresist model which trans-
forms the optimization from a quadratic program (QP) to a
constrained nonlinear optimization. This problem is solved
sequentially by computing an analytical gradient and employ-
ing a log-barrier method. An analytical Hessian approxima-
tion is also derived to minimize the number of required
iterations.

In previous work, the process was successfully simu-
lated [26]; however, the experimental work in this brief
required the definition of a new cost function. In [26],
the squared sum of exposure energy was penalized.
Conversely, in this brief, the sum of energy and the squared
sum of dosage are penalized. This cost function more closely
represents the desired physical outcomes, which include
minimizing scatter and overexposure.

Fig. 2. Laser source, modulation system, and fiber coupling.

II. EXPERIMENTAL SETUP AND PROCESS FLOW

As illustrated in Fig. 1, the exposure optics are based on a
trinocular microscope modified so that the primary beam path
is infinity corrected. The 405-nm laser light is introduced via
a single mode optical fiber and off-axis parabolic reflector,
which results in a Gaussian TEM00 beam of sufficient width
to fill the back aperture of the Nikon 40x/0.75 objective lens.
The focused beam is then directed at the sample which is
positioned by an N-point LC402 nanopositioner. The beam is
also directed to a photodiode by a 50:50 beam splitter. The
measured power is used in a feedback system to precisely
control the dosage. As shown in Fig. 2, the laser source is
modulated by an acoustic optical modulator which provides
power control and shuttering.

The glass substrates are initially washed in methanol and
acetone to remove debris. A Laurell WS-400A spin coater
is then used to deposit AZ ECI3007 photoresist onto the
substrate. As per the manufacture’s specifications, the speed
was 4000 rpm for 1 min which resulted in a film thickness of
approximately 700 nm. After the coating step, the photoresist
was baked at 90 ◦C for 1 min to improve the substrate adhesion
and minimize dark erosion during development. After the
exposure process, the sample is immersed in AZ-726MIF
developer for 1 min to remove the exposed pattern. Finally,
the sample is rinsed in distilled water and dried using
nitrogen gas.

III. PROCESS MODELING

This section develops a model of the lithography process
described in Section II. The model assumes that the photoresist
layer is thin and that the beam profile remains constant
throughout its depth. The optical properties of the film, which
are a function of the exposure state, are also assumed to be
constant. Other optical effects such as scattering and cavity
formation are also ignored.

A. Beam Profile

In the experimental setup, a single-mode fiber is utilized
to create an ideal Gaussian beam profile. The light intensity
(in W/m2) at the focal point of the objective lens can be
analytically expressed as

B(x, y) = αe−β(x2+y2)
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Fig. 3. Normalized beam power for an exposure at x = 0 and y = 0. The
beamwidth is w0 = 410 nm.

Fig. 4. Simplified 1-D model of scanning laser lithography. In this example,
the exposure pattern E(x) is three discrete exposures of equal energy. The
resulting dosage D(x) is the sum of each exposure point convolved with the
beam profile B(x). Finally, the photoresist function f (σ ) maps the cumulative
dosage D(x) to the predicted feature ̂Z(x).

where

α = 2P

πw2
0

and β = 2

w2
0

(1)

where x and y indicate the transverse axes of the beam at focal
point w0 and P is the total power in the beam. An example
of this function is plotted in Fig. 3.

B. Continuous Exposure Modeling

A 1-D model of the exposure process along the x-axis
(i.e., y = 0) is illustrated in Fig. 4. The exposure profile
E(x) represents the energy delivered at a position x . In this
brief, the exposure energy is modulated by controlling the
time interval for which the laser shutter is open. Since the
beam power is constant, the time interval is proportional to
the resulting dosage. Other possibilities include modulating
the beam power or the scanning speed.

Fig. 5. Sigmoid threshold function with varying steepness parameter
γ = 5, 10, 20, and 40.

The light intensity (in W/m2) is a Guassian function
described in (1). To calculate the dosage D(x) (in J/m2) at a
single point, the intensity is multiplied by the exposure time,
that is D(x) = ton B(x, 0). Where multiple exposures ti are
involved at arbitary locations xi , the total dosage is

D(x) =
N

∑

i=1

ti B(x − xi , 0). (2)

The above-mentioned equation is a convolution operation
which can be generalized to discrete or continuous exposures
in one or more dimensions. That is,

D(x, y) = E(x, y) ⊗ B(x, y) (3)

where ⊗ is the convolution operator. When the exposure
function is discrete, the dosage can be expressed as

D(x, y) =
Nx
∑

i=1

Ny
∑

j=1

Ei, j B(x − xi , y − y j ) (4)

where the i, j element of the matrix E ∈ R
Nx ×Ny represents

the exposure energy at a location x = xi and y = y j , where
x ∈ R

Nx and y ∈ R
Ny .

C. Photoresist Development Model

The photoresist model quantifies the chemical composition
of the photoresist based on the dosage energy received. The
simplest model is a threshold function which indicates 100%
conversion when the dosage is above a threshold. For example

̂Z(x, y) =
{

1, D(x, y) ≥ T

0, D(x, y) < T
(5)

where ̂Z(x, y) is the fraction of converted photoresist and T
is the threshold energy

A more realistic model is a sigmoid function which relates
the dosage energy to the fraction of converted photoresist

̂Z(x, y) = f (D(x, y)) = 1

1 + e−γ (D(x,y)−T)
(6)

where ̂Z(x, y) is the fraction of converted photoresist, T is the
threshold energy, and the parameter γ dictates the steepness
of the sigmoid. When this parameter is large, the function
resembles a binary exposure model. In Fig. 5, the sigmoid
function is plotted for several values of the parameter γ .



2224 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 27, NO. 5, SEPTEMBER 2019

D. Discrete Exposure Modeling

To facilitate optimization, the functions for exposure, beam
profile, and dosage will be replaced by matrices which rep-
resent these functions at discrete locations in a workspace.
The workspace is discretized into N locations along the
x- and y-axes

x = y = [0,�, 2�, . . . , (N − 1)�)] (7)

where � is the resolution.
Using this approach, the exposure matrix E ∈ R

N×N is the
exposure energy at each grid location. That is, the element Ei, j

represents the exposure energy at location (xi , y j ), where Ei, j

refers to the i th row and j th column of E. Similar matrices
will be used for the dosage D and predicted feature ̂Z.

The beam profile matrix Bk,l ∈ R
N×N is the beam power

over the workspace for a focal point located at xk, yl . That is,
the array of beam profile matrices is

Bk,l
i, j = αe−β(xi−xk)

2−β( y j −yl )
2

(8)

i, j = 1, . . . , N and k, l = 1, . . . , N (9)

where Bk,l ∈ R
N×N and B is an N × N array of matrices.

Using this definition for B, the dosage matrix D ∈ R
N×N can

be written as

D =
N

∑

k=1

N
∑

l=1

Ek,l Bk,l (10)

where an individual element is

Di, j =
N

∑

k=1

N
∑

l=1

Ek,l Bk,l
i, j . (11)

For compatibility with standard optimization methods, it is
convenient to vectorize the matrices by stacking the rows. That
is, we define the “vec” operator

vec{E} �

⎡

⎢

⎢

⎢

⎣

E:,1
E:,2
...

E:,N

⎤

⎥

⎥

⎥

⎦

(12)

where MATLAB notation is used and E:,k refers to column k
of the matrix E. As a vector, the exposure matrix becomes

e � vec{E}. (13)

The dosage matrix can also be vectorized d � vec{D} so
that (10) can be rewritten as the multiplication

d = � e (14)

where the columns of � are the vectorized versions of Bk,l ,
that is,

� = [

vec{B1,1}, . . . , vec{BN,1}, vec{B1,2}, . . . , vec{BN,N }].
(15)

In this form, � ∈ R
N2×N2

and d, e ∈ R
N2

.
The vectorized predicted feature ẑ can be estimated by

applying the thresholding function (6) element wise to d

ẑi = f (di). (16)

Finally, the original form of the matrices E, D, and ̂Z can be
reconstructed by reshaping the vectors e, d , and ẑ, respectively.

IV. OPTIMIZATION APPROACH

The aim of the optimization is to compute an exposure
matrix E which minimizes the difference between the desired
feature Z and the predicted feature ̂Z. That is, the goal is to
minimize

V1(e) � 1

N2

N
∑

i=1

N
∑

j=1

(Zi, j − ̂Zi, j )
2 = 1

N2 rT r (17)

where the residual r = z − ẑ and z � vec{Z}. It is also
desirable to minimize the total exposure energy

V2(e) � 1

N2

N2
∑

i=1

ei = 1

N2 J1,N2 e (18)

where J1,M is a unitary row vector of length M . It is also
desirable to control the total dosage

V3(e) � 1

N2

N2
∑

i=1

d2
i = 1

N2 dT d. (19)

These three cost components can be combined in a weighted
manner with a scalar weighting λ2 ≥ 0 and λ3 > 0 to define
the overall cost as

V (e) � V1(e) + λ2V2(e) + λ3V3(e). (20)

The exposure values e must be individually nonnegative
since the dosage can only be positive. Therefore, the optimal
exposure pattern may be expressed via the following problem:

e∗ = arg min
e

V (e), subject to ek ≥ 0, ∀k (21)

A. Problem Solution

The optimization problem expressed in (21) is a nonlinear,
and importantly nonconvex, programming problem. In the
absence of the thresholding function f (·), the problem reduces
to a QP with simple positivity bound constraints. However,
the sigmoid thresholding function, while smooth, is neither
convex nor concave and renders the problem more difficult to
solve. Similar problems are encountered in model predictive
control [62].

Nevertheless, problem (21) will be solved in this brief by
employing a barrier function approach where the inequality
constraints are replaced with a weighted logarithmic bar-
rier function [63]. More specifically, the barrier problem is
defined as

e(μ) � arg min
e

Vμ(e) (22)

Vμ(e) � V (e) − μ

N2

N2
∑

k=1

log(ek)

The above-mentioned problem is well defined on the interior
of the constraint set where ek > 0 for all k. The barrier
method approach solves a sequence of problems in the form of
(22) where the barrier function weighting is gradually reduced
toward zero and it can be shown that (see [63])

lim
μ→0

e(μ) = e∗ (23)
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The main attraction of this approach is that (22) is directly
amenable to Newton’s method since Vμ(e) has smooth first-
and secord-order derivatives on the interior of the constraint
set. The algorithm is summarized as follows.

It remains to explain how to compute the gradient vector g,
the positive definite scaling matrix H , and to define suit-
able values for εμ, ρ, and κ that are all used within the
algorithm. These will be outlined in Sections IV-B and IV-C.
Section IV-D provides some comments on a suitable stopping
criteria.

B. Gradient Calculation

The gradient vector g is defined as

g � ∇eVμ(e)

= ∇e

⎡

⎣V1(e) + λ2V2(e) + λ3V3(e) − μ

N2

N2
∑

k=1

log(ek)

⎤

⎦ (25)

= 2

N2 �T r + 2λ2

N2 I + 2λ3

N2 �T d − μ

N2

⎡

⎢

⎢

⎣

1
e1
...
1

eN2

⎤

⎥

⎥

⎦

(26)

where � is the Jacobian matrix

� � ∇er(e)

= ∇e(z − ẑ(e)) = −∇evec{ f (D(e))} (27)

= −∇e f (vec{D(e)}) = −∇d(e) f (d(e)) ∇ed(e) (28)

= −F ∇e�e = −F � (29)

where F ∈ R
N2×N2

is a diagonal matrix whose diagonal
elements are given by

Fi,i = ∂ f (d)

∂di
∀i ∈ [1, N2]. (30)

The specific threshold function and its derivative are

f (d) =

⎡

⎢

⎢

⎢

⎣

1
1+e−γ (d1−T )

...
1

1+e
−γ

(

d
N2 −T

)

⎤

⎥

⎥

⎥

⎦

,
∂ f (d)

∂d
=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

γ e−γ (d1−T )

(

1+e−γ (d1−T )
)2

...
γ e

−γ (d
N2 −T )

(

1+e
−γ

(

d
N2 −T

)

)2

⎤

⎥

⎥

⎥

⎥

⎥

⎦

.

(31)

Note that the transition from (27) to (28) employs the fact that
f (·) operates elementwise so that the “vec” operator can be
mapped through to the argument, and second the product rule
is used.

C. Scaling Matrix H

The scaling matrix employed, here, is based on the stan-
dard Sum of squares Hessian approximation used in the
Gauss–Newton approach to unconstrained optimization, com-
bined with the barrier term. The Gauss–Newton approximation

Algorithm 1 Solve (21) Using the Barrier Method

Fig. 6. Optimal exposures based on a threshold energy ranging from
10 to 25 mJ. Black outline illustrates the desired feature.

can be motivated by noticing that [64]

∇2
e Vμ(e) =

N2
∑

i=1

N2
∑

j=1

∂2r(e)
∂ei∂e j

ri (e)

︸ ︷︷ ︸

H̃

+ 2

N2 �T � + 2λ3

N2 �T � + μ

N2

⎡

⎢

⎢

⎢

⎣

1
e2

1
. . .

1
e2

N2

⎤

⎥

⎥

⎥

⎦

︸ ︷︷ ︸

H
(32)

and that H̃ contains all the components that might contribute
to directions of negative curvature since H is positive definite
by construction. At the same time, it is desired that the error
term r(e) tends to zero, so that H̃ diminishes as the solution
is approached (while this is desired, it is rarely achieved in
practice). Therefore, the Hessian approximation H is used in
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Fig. 7. Optimization results with the initial conditions, 10 iterations, and the final result. The exposure, resulting dosage, and developed feature are plotted
in the left, middle, and right columns, respectively. The optimized feature is observed to closely match the desired feature in the right column.

this brief, i.e., for reference

H � 2

N2 �T � + 2λ3

N2 �T � + μ

N2

⎡

⎢

⎢

⎢

⎣

1
e2

1
. . .

1
e2

N2

⎤

⎥

⎥

⎥

⎦

(33)

D. Algorithm Parameter Values

Algorithm 1 is designed to aim for a local minima of Vμ(e)
for a fixed value of μ, while gradually reducing μ so that e∗

μ

coincides with e∗ in the limit as μ → 0. Therefore, it will not
terminate until the barrier weighting μ is below some threshold
value εμ. In addition, it is also required that the weighted
gradient norm

δ � (gT H−1 g)1/2 (34)

is below the threshold defined by some fixed value ρ. This
requirement ensures that the gradient is approaching zero at
the solution (a first-order necessary condition of optimality).
Note that since this brief employs a Hessian approxima-
tion H as the weighting matrix, then (34) may be likened
to the Newton-decrement norm defined in, for example,
Section II-B1 in [65].

For the optimization in this brief, the following parameter
value choices were made: εμ = 10−16, ρ = 10−3, and
κ = 10−1.

V. EXPERIMENTAL RESULTS

Before optimization, the photoresist parameters were iden-
tified by performing a number of optimizations and exposures
for the cross feature shown in Fig. 6. The 15-mJ thresh-
old results in the closest match between the desired and
experimental feature. The beamwidth was measured to be
w0 = 413 nm and the photoresist steepness parameter was
estimated to be γ = 5.

With the threshold dosage identified, an optimal exposure
pattern was determined for the feature shown in Fig. 7. The
optimization objectives were λ2 = 0.001 and λ3 = 0.002. The
initial conditions for the exposure function were obtained by
exposing at every point where the feature is positive, which
is shown on the top left of Fig. 7. The initial conditions
result in a gross overexposure which is evident in the dosage
and feature geometry plotted in the top row of Fig. 7. After
10 iterations (middle row), the exposure function and feature
geometry are observed to show significant improvements.
After 35 iterations, the algorithm converges to an optimal
solution with excellent correlation between the desired and
predicted exposures.
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Fig. 8. Cost function V (e) and feature error V1(e) versus iteration.

Fig. 9. Scanning electron micrograph of the developed feature (right).
The measured feature area is compared to the prediction (left). Predicted
feature (red outline). Areas of under exposure (black). Areas of overexpo-
sure (white). The total area of over and under exposure is 8.2% of the predicted
area.

On a DELL XPS 15 9550, with an Intel i7-6700HQ CPU
running at 2.6 GHz and 32-GB RAM, on Windows 10
64-bit with MATLAB 2016a, the average time per iteration
was 1.56 s. The cost function and feature error are plotted
against iteration number in Fig. 8. It can be observed that the
first 10 iterations primarily reduce the exposure energy, while
the second 10 iterations primarily reduce the feature error.

The optimal exposure pattern was implemented experimen-
tally which resulted in the developed feature shown in Fig. 9.
Also, Fig. 9 shows a comparison of the predicted and experi-
mental feature area. This comparison shows under exposure
of sharp corners and overexposure between areas in close
proximity. These results suggest that the accuracy of the
process model could be improved. In particular, these aspects
include the beam profile, scatter induced proximity effects,
and background exposure due to finite contrast in the laser
modulator.

VI. CONCLUSION

This brief describes optimal exposure planning for a scan-
ning laser lithography system. The problem is cast as a
nonlinear program and solved using Newtons method by calcu-
lating an analytical gradient and Hessian approximation. The
proposed method is demonstrated experimentally by exposing
a test feature.

In prototyping and low-volume production applications,
where a small exposure area is required, the proposed method
has the potential to overcome the high cost of mask-based
lithography.

To improve the feature quality, current research includes
improving the accuracy of the process model by developing
optimized experiments that identify the beam profile and
photoresist parameters. Other processes such as scattering and
background exposure due to the finite contrast of the laser
modulator are also under investigation.

Methods for improving the numerical efficiency are also
under investigation. This includes the exploitation of sparsity
which arises from the finite diameter of the beam profile.
To improve the process speed, motion planning for the nanopo-
sitioner is also being investigated. This includes limiting
the number of exposure points, and continuous rather than
pointwise scanning.
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