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Abstract— A model-less approach for inversion of the dy-
namics of multivariable systems using FIR filters is described.
Inversion-based feedforward techniques have been widely used
in the literature to achieve high-performance output tracking.
The foremost difficulties associated with plant inversions are
model uncertainties and non-minimum phase zeros. Various
model-based methods have been proposed to exclude non-
minimum phase zeros when inverting both single-input and
single-output (SISO), and multiple-input and multiple-output
(MIMO) systems. However, these methods increase the model
uncertainty as they are no longer exact. To overcome these
difficulties a model-less approach using FIR filters is presented.
The results when applying the feedforward FIR filter to a
multivariable nanopositioning system is presented, and they
demonstrate the effectiveness of the feedforward technique
in reducing the cross-coupling and achieving significantly im-
proved output tracking.

I. INTRODUCTION

Nanopositioners are electro-mechanical devices capable

of generating high-resolution motion in up to six degrees

of freedom (DOF) [1]. Common nanopositioning applica-

tions include scanning probe microscopy, lithography and

hard disk drives [2]–[5]. In this paper, a new monolithic

nanopositioner is introduced [6]. Parallel actuators driving

a central platform are etched into a bi-morph piezoelectric

sheet to provide both actuation and guidance of the moving

platform [7,8]. The actuator configuration for this stage

yields five DOF. The stage, mounted on an insulating base,

is shown in Fig. 1. Details on the design and manufacturing

and process can be found in [6,9].

Inversion of system dynamics can be used to achieve

high tracking performance [2]–[5]. Compared to feedback

control, which reacts to the measured tracking error, a feed-

forward controller uses the inverse of a model to generate

a control signal [5]. The model can include effects such as

the plant dynamics, creep and hysteresis [2]. If the model is

invertible and sufficiently accurate, the feed-forward control

signal will improve tracking performance [10]. The foremost

difficulties associated with inversion are non-minimum phase

zeros (NMP) [11] and model uncertainties [10].

Feed-forward control has been widely studied in the

literature and various methods for NMP systems have been

proposed. A model-based method for single-input and single-

output (SISO) systems is the zero-phase error tracking con-
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Fig. 1. Monolithic bi-morph nanopositioner mounted on a base.

troller (ZPETC) [12]. Here, the minimum phase, or stable,

zeros of an infinite impulse response (IIR) model of the plant

are inverted while the conjugate of the NMP zeros are used to

cancel the phase of the plant. The effectiveness of the inver-

sion is highly dependent on the accuracy of an identified IIR

model, and the accuracy in terms of the amplitude response

is deteriorated due to the NMP zeros. This method cannot

be extended to multiple-input and multiple-output (MIMO)

systems but other inversion methods are applicable [13]–

[15]. In [15], plant inversion is found to improve tracking

for a piezoelectric tube-actuator. This method is effective

in applications with a known, sufficiently smooth reference.

In applications with an unknown reference, preview-based

stable inversion approaches can be used [13,14]. However,

the successful implementation of these methods is dependent

on the accuracy of the identified model.

An alternative to model-based inversion methods is a finite

impulse response (FIR) filter inverse [16,17]. An FIR inverse

overcomes the difficulties associated with NMP zeros and

system identification. This paper presents a method for pro-

ducing a MIMO FIR inverse. The empirical transfer function

estimate (ETFE) matrix for the MIMO system is computed

by independently measuring the response of each input-

output pair. The inverse responses are found numerically

from the ETFE matrix, and the FIR filter coefficients that

best fit to the inverse responses are found using least-squares

optimisation. To keep the FIR filter length reasonable, the

impulse response is truncated, and some distortion of the

frequency response occurs. However, this is counteracted by

using a suitable window function. The results is a highly

accurate MIMO FIR filter inverse which can be used for

feed-forward control, as well as repetitive control (RC) and

iterative learning control (ILC).
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Fig. 2. Applied voltages generating motion in five degrees of freedom (DOF).

II. MONOLITHIC NANOPOSITIONER

The design and manufacturing process of the nanoposi-

tioning stage used in this work is the same as the monolithic

stage described in [6] but here a bi-morph piezoelectric sheet

is used in order to increase the DOF from two to five.

The sheet is cut to create parallel actuators that move a

central platform. The nanopositioning stage mounted on an

insulating base is shown in Fig. 1. An analysis of the stage

is published alongside this paper [9].

The applied voltages generating motion are shown in

Fig. 2. Assuming that each layer is outwardly poled, with

the middle layer grounded, a positive voltage applied to the

top and bottom electrodes will cause the beam to expand and

displace the central platform away from the positive voltage.

For example, when a positive voltage is applied to vxt+ and

vxb+, and an equal and opposite voltage is applied to vxt−
and vxb−, the central platform will translate in the negative

X-direction.

The stage has 8 inputs and 5 outputs, where the inputs are

the applied voltages to the top and bottom electrodes and

the outputs are the translations along the X-, Y - and Z-axes

and the rotations around the X- and Y -axes. The electrode

voltages can be grouped in order to correspond to the three

translations and two rotations. This is done by creating a

transformation matrix that maps the five inputs that relate to

the translations and rotations to the eight specific electrode

voltages. Using this transformation, the system is square with

five inputs and five outputs. The inputs are ux, uy, uz, uθx

and uθy and the outputs are the translations dx, dy and dz
and rotations θx and θy .

A. Transformation Matrix (Jacobian)

The transformation matrix is denoted J, and maps the five

inputs

u = [ux uy uz uθx uθy ]
T

to the eight physical electrode voltages

v = [vxt+ vxb+ vxt− vxb− vyt+ vyb+ vyt− vyb−]
T

using the expression v = Ju. The transformation matrix

J encodes how the inputs u generates motion via the

electrode voltages v. For example, the first column of J

corresponds to translation along the X-axis where the top

and bottom actuators on each side are driven with equal and

opposite voltages. Therefore, electrodes for the motion in

the X-axis are selected by using elements ±1, where the

sign is determined by the needed polarity of the applied

voltage. Similarly, selecting the electrodes using elements ±1
according to which motions are desired, the transformation

from u to v can be constructed as



vxt+
vxb+
vxt−
vxb−
vyt+
vyb+
vyt−
vyb−




=




1 0 1 0 1
1 0 −1 0 −1
−1 0 1 0 −1
−1 0 −1 0 1
0 1 1 1 0
0 1 −1 −1 0
0 −1 1 −1 0
0 −1 −1 1 1







ux

uy

uz

uθx

uθy


 . (1)

The naming convention used for the electrode voltages v is

according to Fig. 2, where the subscript denotes the direction

and layer. The product Ju can be found as



vxt+
vxb+
vxt−
vxb−
vyt+
vyb+
vyt−
vyb−




=




ux + uz + uθy

ux − uz − uθy

−ux + uz − uθy

−ux − uz + uθy

uy + uz + uθx

uy − uz − uθx

uy + uz − uθx

uy − uz + uθx




. (2)

Considering (1), it can be seen that J is the Jacobian

matrix of the right hand side of (2).

III. EXPERIMENTAL SET-UP

For this work, the nanopositioner was used as a vertical

stage with translation along the Z-axis, and rotations around

the X- and Y -axes. The experimental configuration is shown
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Fig. 3. Experimental configuration of the monolithic nanopositioner.

in Fig. 3. The translation and rotations, dz , θx and θy , were

measured by an Attocube FPS3010 laser interferometer. A

custom circuit implementing the Jacobian matrix J was used

to produce the eight electrode voltages. The stage was driven

by an eight-channel high-voltage amplifier, where each chan-

nel has a gain of 50. The control law was implemented

using a dSPACE DS1103 hardware-in-the-loop system via

Simulink Coder.

The full operating range of the nanopositioner is from

−200 V to +500 V. However, for safety reasons, a range

of −200 V to +200 V was chosen, resulting in a total range

of 26.5 µm along the Z-axis, 600 mdeg rotation around the

X-axis and 884 mdeg rotation around Y -axis. The open-loop

frequency responses, with 4001 frequency samples, for each

input-output pair of the 3×3 system are shown in Fig. 4.

They were obtained by the method described in Sec. IV.

The sampling frequency used was 20 kHz and the FIR filters

were designed with N = 400 taps.

IV. DESIGN OF MIMO MODEL-LESS FIR FILTER

An alternative to model-based control design is to use

model-less, or empirical, FIR filters. This eliminates the need

for model-based multivariable system identification. This is

important because system identification methods frequently

fail in terms of finding accurate models of a reasonable order,

and can yield models that are ill-conditioned for numerical

computations, that are unstable and have NMP zeros. FIR

filters also overcome the difficulties associated with inversion

of NMP zeros.

The model-less FIR filter method is based on non-

parametric frequency-domain system identification, which

is used to generate an empirical transfer-function estimate

(ETFE) matrix. The FIR filters are then synthesised directly

using the measured frequency response. The accuracy of a

FIR filter is mainly determined by the number of taps [16].

Consider a MIMO plant model with m inputs and l outputs

described by

Y(k) = Ĝ(k)U(k) (3)

where

U(k) = [U1(k), U2(k), . . . Um(k)]T,

denotes the input vector and

Y(k) = [Y1(k), Y2(k), . . . Ym(k)]T

denotes the output vector, and Ĝ(k) is an l×m ETFE matrix.

The ETFE Ĝij(k), relating the jth input to the ith output of

Ĝ(k), is given by [18]

Ĝij(k) =
Yj(k)

Ui(k)
, (4)

where Ui(k) and Yj(k) are the discrete Fourier transforms

(DFT) of the input and output

Yj(k) =
M−1∑

n=0

yj(n)e
−j2πkn/M , (5)

and

Ui(k) =
M−1∑

n=0

ui(n)e
−j2πkn/M , (6)

with k = 0, 1, ...,M − 1. This estimate is empirical as no

other assumptions have been imposed other than linearity.

Exciting one input at a time with white Gaussian noise and

recording the input and output data, each element in Ĝ(k)
can be estimated using (4) [16,17]. To obtain a more accurate

ETFE, sectioning and time averaging of the recorded data

can be used [19].

The inverse response of the MIMO system can be found

by inverting the ETFE matrix Ĝ(k) obtained from (4), by

numerically solving for Ĝ−1(k) in the equation

Ĝ(k)Ĝ−1(k) = In , (7)

where In denotes the identity matrix and n is the dimension

of the ETFE matrix Ĝ(k). The elements of Ĝ−1(k) are

henceforth denoted Hij(k). There will be a unique solution

if the transfer function matrix Ĝ(k) if l = m, i.e. if it is

square.
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The inverse plant response as an FIR filter can be found

by using least-squares optimisation. This is advantageous, as

the filter length, or number of taps, can be different than

the number of frequency samples in the measured response.

Using the frequency samples directly would amount to using

the frequency-sampling method for FIR filter synthesis [20].

An FIR filter transfer-function is given as

Fij(z
−1) = zq(a0 + a1z

−1 + ...+ ap−1z
−p+1) = zqaTz ,

(8)

where p, q ∈ N0,

a = [a0, a1, ... , ap−1]
T
, and z =

[
1, z−1, ... , z−p+1

]T
.

A desired filter length p must be chosen, and q is given as

q =

{
p/2, if p is even

(p+ 1)/2, if p is odd
. (9)

The length p is typically chosen based on trial-and-error.

The coefficients a in (8) are found by minimizing the

weighted least-squares cost of the error

ǫ(k) = Fij(e
−j2πk/M )−Hij(k) = aTxk −Hij(k) , (10)

using z = ej2πk/M and where

xk =
[
e−j

2πk(−q)
M , e−j

2πk(1−q)
M , ... , e−j

2πk(p−q)
M

]T
,

that is, minimizing the standard weighted linear least-squares

cost-function [21,22]

J(a) =

M−1∑

k=0

W (k)ǫ(k)ǫ∗(k) =
∥∥∥W1/2 (b−Xa)

∥∥∥
2

,

(11)

where W (k) is an error weighting function [21,22],

W = diag
(
[W (0),W (1), ...,W (M − 1)]

T
)

,

b =




Hij(0)
Hij(1)

...

Hij(M − 1)


 , and X =




x0
T

x1
T

...

xM−1
T


 .

where W ∈ R
M×M , b ∈ R

M×1, X ∈ R
M×M . Note that

Hij(k) is the inverse response of the plant from ith input

to jth output. The error weighting function can be used to

adjust how to weigh the error at different frequencies. Here,

a unit weight has been used, i.e. W (k) = 1. The MATLAB

function lscov can be used to minimize (11).

If the filter length p is short compared to the measured

impulse response, some distortion of the frequency response

of (8) can occur. This can be alleviated by using a window

function [23]. The impulse response of the windowed FIR

filter h̃(n) created from an non-windowed FIR filter h(n) is

given as

h̃(n) = γ(n)h(n) , (12)
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Fig. 5. Block diagram of the inversion-based feedforward control

where γ(n) is a window function which is nonzero only

for n = 0, 1, ...,M − 1. The window function γ(n) can be

represented in the frequency domain as

Γ(k) =
M−1∑

n=0

γ(n−M/2)e−j2πkn/M (13)

=

[
M−1∑

n=0

γ(n)e−j2πkn/M

]
e−j(2πk/M)(M/2) . (14)

Note that the window function is time-shifted to be centred

around n = M/2 rather than n = 0, due to the term

e−j(2πk/M)(M/2). This phase-shift causes distortion in h̃(n).
To compensate, h(n) also needs to be phase-shifted before

windowing. A phase-shift is obtained by a circularly shifting

the response by M/2 samples, and the phase-shifted impulse

response is denoted h̄(n)
Applying the window γ(n) to the time-shifted impulse

response f̄ij(n) of (8), the filter impulse response is

f̃ij(n) = w(n)f̄ij(n) , (15)

where f̄ij(n) is the phase-shifted impulse response of fij(n).
The FIR filter can then be represented in the z-domain as

F̃ij(z
−1) = W (z−1) ∗

[
z−M/2Fij(z

−1)
]
. (16)

The filters Fij(z
−1) are found for each element in the inverse

EFTE matrix Ĝ−1(k). The resulting filters forms a matrix

of FIR filters, denoted F(z−1), that invert the dynamics of

the MIMO system.

V. EXPERIMENTAL RESULTS

A. MIMO FIR filter

The frequency responses of the MIMO FIR filter inverse

are shown in Fig. 4. As discussed in Sec. IV, the distortion

in the frequency response due to the truncation of the non-

windowed filter results in a modelling error. However, use

of a window function provides a smoothing effect in the

frequency response. The responses of the FIR filters with

Hann windowing is also shown in Fig. 4.

B. Inversion-based Feedforward Control

Fig. 5 shows a block diagram of an inversion-based feed-

forward control law. Here, the MIMO FIR filter matrix

F(z−1) designed in Sec. IV is used to invert the dynamics

of the nanopositioner. In the frequency domain, the feed-

forward control signal vector Uff is given by

Uff (z
−1) = F(z−1)R(z−1), (17)

TABLE I

TRACKING PERFORMANCE AT 20 HZ. OPEN-LOOP VS. FEEDFORWARD.

Z-axis θx θy

emax(%) erms(%) emax(%) erms(%) emax(%) erms(%)

OL 7.8 4.5 7.2 4.9 8.6 5.5

FF 2.8 1.8 3.9 2.8 3.8 3.1

where r(t) is the input reference vector and uff (t) is the

vector of feed-forward control signals. The feed-forward

control input uff (t) is obtained by passing the reference

input trajectory r(t) through the FIR filter inverse of the

dynamics of the plant G. The ideal outcome for the feed-

forward control law is to achieve identity (with the inherent

delay in the FIR filter), i.e G(z−1)F(z−1) ≈ Inz
−M/2.

The frequency response of the feed-forward control kaw

from the reference r(t) to the output y(t) is shown in

Fig. 4. As expected, the response is approximately the

identity matrix with unity response over a wide frequency

range in diagonal elements and zero response in off-diagonal

elements. From the graph, a significant reduction of from

50dB to 100dB in cross-coupling responses can be observed.

For instance, the cross-coupling reduction at first resonance

frequency for Gzy , shown in Fig. 4 is 70dB.

To examine the tracking performance of the feed-forward

control law, a 20 Hz triangular wave was applied to each

input independently. The performance of the system with

and without the FIR filter inverse feed-forward control law is

shown in Fig. 6. The tracking performance results compared

the case without feed-forward are shown in Table. I.

VI. CONCLUSIONS

In this paper, a method for the design and implementation

of a multi-variable model-less inversion-based feed-forward

control with FIR inverse filters was presented. The FIR

filters were obtained based on the least-squares method

using empirical transfer function estimates of the plant.

This method overcomes the difficulties associated with non-

minimum phase zeros. In addition, it eliminates the need

for model-based system identification. The technique was

demonstrated on a multi-variable monolithic nanopositioning

stage. The experimental results show a significant reduction

in the cross-coupling and improved output tracking.
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